Mid-term status report on KISSaF: Al-based situation interpretation

for automated driving

Prof. Dr. Anne Stockem Novo®P, Dr. Marco Stolpe®, M. Sc. Christopher Diehl¢, M. Sc. Timo Osterburg?, Univ.-Prof.
Dr.-Ing. Prof. h.c. Dr. h.c. Torsten Bertram?, Dr. Vijay Parsi®, M. Sc. Nils Murzyn®, Dr. Firas Mualla®, Dr. Georg

Schneider®, and B. Sc. Philipp Tows'

4ZF Automotive Germany GmbH, Freiligrathstrae, 45881 Gelsenkirchen, Germany
bInstitute of Computer Science, Ruhr West University of Applied Sciences, Duisburger Str. 100, 45479 Miilheim an der

Ruhr, Germany

¢ZF Automotive Germany GmbH, Hansaallee 190, 40547 Diisseldorf, Germany
dInstitute of Control Theory and Systems Engineering, TU Dortmund University, Otto-Hahn-StraBe 8, 44227 Dortmund,

Germany

¢ZF Friedrichshafen AG, Uni-Campus Nord D5 2, 66123 Saarbriicken, Germany
fINGgreen GmbH, Carl-Spaeter-StraBe 76, 56070 Koblenz, Germany

Abstract

KISSaF is a publicly funded project with four project partners from industry and academia. The aim of project KISSaF is
the development of a robust scene prediction model for automated driving. State-of-the-art Deep Learning methods are
used for a complete and reliable forecasting of the traffic scene with large time horizons. The underlying environment
modeling uses a graph-based representation of the scene. A prototype vehicle has been built-up for data recording. This
data is the central part for model development, improvement and testing. A framework is currently setup for a scenario-
based test approach and performance can be judged under realistic conditions with integrated maneuver planning.

1 Introduction

The acronym KISSaF stands for "KI-basierte Situationsin-
terpretation fiir das autonome Fahren", meaning Al-based
scene prediction for automated driving. It is a publicly
funded project by the Bundesministerium fiir Wirtschaft
und Klimaschutz (BMWi) running from January 2021 un-
til June 2023. The project consortium consists of four part-
ners from industry and academia based in Germany. The
overall product goal is the development of a robust situa-
tion prediction of traffic scenes.

Automated driving is a key technology for the automo-
tive market. Despite of recent advances, there still exist
some hindering factors for a series market production of
self-driving cars with level 3 or higher. One of the cen-
tral difficulties is to anticipate the development of a scene
for all kind of scenarios and to guarantee a fail-safe han-
dling of the vehicle. Especially in dense traffic or sce-
narios which involve different stakeholders, e.g. bicycles,
pedestrians, busses and passenger cars, this is a challeng-
ing task. For instance, the number of traffic participants
increases complexity. Humans tend to make sudden deci-
sions, therefore the participation of bicycles or pedestrians
introduces different time scales. Motorcyclists or heavy
vehicles, like busses or trucks, are underrepresented, of-
ten leading to corner case situations. These problems are
currently being addressed within this project by massively
collecting realistic driving situations (> 200.000 km) with a
wide variation of different scenarios. The model improve-

ment brings together state-of-the-art models with very low
prediction errors for several seconds ahead.

Each project partner takes the lead for one of four as-
pects of the final product: The central part of the project
is the build-up of a measurement vehicle which is used for
data collection. The sensor data is fused and converted to
a graph-based environment model. State-of-the-art deep
learning techniques are applied in order to model the evo-
lution of the environment. This model is integrated with
trajectory planning where it is then evaluated towards dif-
ferent key performance indicators.

The subproject details and status are given in Section 2. In
Section 3 the next steps for reaching the project goal are
described.

2 Subproject description

2.1 Build-up of measurement vehicle

The measurement vehicle is an Opel Insignia (Fig. 1)
equipped with multiple sensors: 4 short-range HELLA cor-
ner radars, a forward-facing mid-range radar (ZF-inhouse
product MRGen21), a forward-facing MobilEye camera
and an IBEO Lidar system consisting of six components
for a 360° perception. An additional Lidar-based lane
tracker is mounted on the roof, serving mainly for exact po-
sitioning relative to the driving lanes. The sensor system is
complemented with global positioning data (GPS) and for
a confined area also with high-definition map (HD-map)



data generated by the company 3D mapping solutions.

Figure 1 The KISSaF measurement vehicle equipped
with radars, camera and lidars.

The vehicle setup and the formal admission process by
the German association for technical inspection (TUV) has
been completed. First data taking campaigns have hap-
pened already and the data is currently being prepared to
be used for model development.

The data processing step covers mainly a labelling of the
meta data with information about the specific event. The
entire dataset is managed within a Microsoft Azure project.

2.2 Environment modelling

)

Figure 2 Example of the KISSaF graph-based environ-
ment model in Carla [5].

2.2.1 Environment representation

This section describes the representation of the environ-
ment that is used as an input to the neural network. In
recent literature, vectorized representations are increas-
ingly used over rasterized ones [1], [2], [3], [4]. Besides
the better data efficiency, they pose lower requirements for
the neural networks processing the data, while increasing
the accuracy of following tasks such as prediction [1].
Following current developments, the environment of the

ego vehicle is represented as a graph, as shown in figure
2. First, the object lists created by the different sensors
are combined into a global list by using high-level fusion
and tracking [6]. The global object list and HD-map
information is then used to create the environment graph.
The nodes of the graph represent points in the 3D world
holding further semantic information. Nodes are orga-
nized in polylines, representing gathered information
about objects. Connections between nodes encode further
relationships such as predecessor, successor and lane
assignments. The overall environment model thus is a list
of polylines.

Encoding semantic information in nodes enables the
representation of different data interpretations in the same
format. A polyline represents a trajectory for vehicles,
while it also represents the course of lane markings as
detected in the most recent timestamp. Besides agent
trajectories and lane markings, the environment model
contains information about traffic lights and signs. Beyond
the perceived environment, high-level decisions on lane
changes are represented by adding a target lane to the
environment model, enabling the prediction module to
condition on these high-level decisions.

Nodes are represented by their state
XnsYny Wny Vxns Vy s Gxns Qy iy Ln, W, Letass,ns Pexistans Tns Sc,n] s
with x,, y, as x and y coordinate, W the heading,
Vx, Vy, ax, ay the velocity and acceleration in x and
y direction, length I, width w, a class identifier I.jass,
existence probability pexist, the perception timestamp T
and class specific semantic information s, of node n. Since
only the x and y coordinates are used in the node state,
the 3D points are projected onto the 2D ground plane.
The lane marking class provides additional class specific
semantic information about the marking type, legal lane
changes, the marking colour and marking width.

The environment model has interfaces to the Carla simula-
tor [5] and the data format of the KISSaF data. Using the
graph environment model as an interface, the prediction
network can operate using both simulated and real-world
data. This also allows a closed-loop evaluation of all
modules up to the planning module in simulation and in
the test vehicle.

Sp =

2.2.2 Weather recognition

Apart from traffic participants and traffic-related objects,
the environmental model also includes environmental con-
ditions, which consist of daytime and the current weather.
Most weather effects such as rain, fog and snow can drasti-
cally impair visibility, whereas rain and snow additionally
reduce grip and increase the difficulty of driving. There-
fore, knowledge about the current weather conditions can
improve both the estimation of the quality of the ego ve-
hicle’s perception and the prediction of other traffic par-
ticipants’ behavior. For these reasons, recognition of the
current weather conditions is one of the goals of KISSaF.

Several approaches for weather recognition based on data
from Lidar [7], [8] or camera [9], [10] already exist, how-
ever nearly all of them focus on one sensor only. Further-
more, usually only single frames without their temporally



related neighbor frames are considered. To combine all of
this data for weather recognition, a hybrid fusion frame-
work is developed, which fuses the data both on a low- and
mid-level. The low-level fusion enables the network to di-
rectly correlate raw data, whereas the mid-level fusion is
necessary to combine the information represented in dif-
ferent modalities, such as images and point clouds. On a
separate level, temporal relationships can be exploited ei-
ther by prior fusion or through the use of a recurrent neu-
ral network such as long short-term memory [11]. The re-
sulting estimation of weather conditions is integrated into
the environment model, which then provides it to the scene
prediction.

2.3 Scene prediction modeling

In order to predict the movement of traffic agents, one of
the state-of the-art approaches is to represent the whole
scene as 1-dimensional data. Therefore, vectors are uti-
lized to represent map data and agent movement. The ar-
chitecture utilized to process this kind of vector informa-
tion follows the architecture as introduced by Gao et al. [1].
Every vector is assigned a lane ID if it contains map infor-
mation or an agent ID if it contains dynamic information.
All vectors which are assigned to the same ID are subject
to an PointNet-like encoder network [12]. This encoder
network computes a so-called polyline subgraph which is
a node of the global interaction graph. This global graph
is processed by a transformer architecture which updates
every subgraph with all other subgraphs. The aim of this
operation is to model interaction between all elements of a
scene. These updated subgraphs are subject to a decoder
(predictor), which generates displacement in x and y direc-
tion. An overview of this model is presented in Fig. 3.

2.3.1 Coupled prediction and planning

Traditional system architectures neglect the interaction be-
tween the prediction and planning module of an automated
vehicle. This could result in a conservative, non-human-
like driving maneuver. In this project, the prediction and
planning should be coupled. Therefore, the developed con-
ditional prediction model answers What If questions.

A first approach is proposed in the work of Diehl et al.
[13]. It solves the prediction, planning, and control prob-
lem jointly in an interpretable learning-based fashion. A
stochastic dynamics model conditioned on the action of
the automated vehicle is used for a one-step prediction,
whereas the sampling of actions is guided by a learned
behavior cloned policy. A conditional variational autoen-
coder [14] models different future scene evolutions by
sampling of a latent variable.

Future work will condition the graph-based prediction on
the high-level route of the automated vehicle. The condi-
tioned interaction-aware forecast of the future joint distri-
bution is then used during planning.

2.4 Evaluation

It is planned to evaluate the developed scene prediction in
two ways. First, the differences between predicted and real

trajectories of all vehicles surrounding the ego vehicle are
calculated using common metrics. This will allow for com-
parison with other approaches found in the existing liter-
ature on trajectory prediction. Second, the scene predic-
tion will be evaluated in the context of particular driving
functions, e.g. the automated lane change. Such driving
functions may require the definition of specific key perfor-
mance indicators (KPIs).

In both aforementioned cases, metrics can be evaluated in
the context of different scenarios. Since the number of sce-
narios one could think of is too large for an explicit list-
ing, the approach taken in the project is to describe scenes
by a limited set of properties. Scenarios can then be de-
scribed by a combination of conditions on the properties
and a standard set of logical operators. Furthermore, the
description of scenes by properties allows to correlate them
with good or bad KPIs, giving insights into which kind of
scenarios are particularly challenging, or to identify sce-
narios which are underrepresented, like corner cases.

The following subsections present the used or newly de-
fined KPIs in more detail and give examples of the ex-
tracted scene properties and their application in the eval-
uation of scenarios.

2.4.1 Generic Metrics

Average Displacement Error (ADE). The average dis-
placement error (ADE) can be seen as the L,-norm be-
tween all predicted points and the true points over the tra-
jectories of all traffic participants in a scene:
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Here, n is the number of trajectories (i.e. traffic partici-
pants), T, the first point of the trajectory which we can
still observe (i.e. the timepoint at which the prediction
started), Tpeq the final predicted trajectory point, £; and x;
the predicted and real longitudinal coordinates of the #’s
trajectory point for trajectory i, and  and y} the predicted
and real lateral coordinates of the #’s trajectory point for
trajectory i.

Final Displacement Error (FDE). The final displacement
error (FDE) measures the Ly-norm only between the pre-
dicted final destination and the true final destination at
timepoint 7)., over the trajectories of all traffic partici-
pants in the scene:
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Probabilistic Error Measures. In the case of predict-
ing multiple possible futures, also known as predicting
multiple modes, each possible future has assigned some
probability. The error measure minADE calculates the
minimum ADE over the k most probable futures, while the
error measure minFDE calculates the minimum FDE over
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Figure 3 The neural network architecture. The past trajectories of all agents and the lane information is presented to
their respective subgraph encoders in a vectorized format. The predictor extracts the trajectories and probabilities for
the trajectories from the polyline features via a Multi Layer Perceptron (MLP). Additionally, the networks estimates the

attention weights for the individual nodes.

the k most probable futures.

Miss Rate. A miss occurs if the maximum L,-norm be-
tween the predicted trajectory points and the ground truth
is larger than some threshold value for the £ most likely
predictions. The miss rate is the proportion of misses over
all agents.

2.4.2 KPIs for Driving Functions

Results of the scene prediction can be used in several
different automated driving functions in ADAS and AD
systems. In the following, examples for the most basic
kinds of automated longitudinal and lateral movements are
given.

Automated Braking or Acceleration. Automated lane
keeping involves reacting to other traffic participants,
mainly in front of the ego vehicle. As long as the set speed
is not reached and all safety distances can be kept, the ego
vehicle may accelerate. Braking becomes necessary when-
ever the vehicle in front of the ego vehicle (also called lead
vehicle) decelerates or vehicles are changing onto the ego
lane (known as cut-in).

Especially cut-ins are potentially dangerous, since other
vehicles might not keep the safety distance when changing
lanes. The earlier cut-ins can be anticipated, the earlier the
ego vehicle can reduce its speed to avoid strong braking or
collisions. Similarly, strong braking might be avoided if
braking of the lead vehicle can be predicted well.

There are different types of metrics which will be used
to evaluate the scene prediction’s performance in the
aforementioned contexts. First, the deviation between the
predicted and real acceleration or deceleration of vehicles
can be measured, e.g. with the Ly-norm. Then, it can
be assessed how many braking, acceleration or cut-in
events are detected correctly (or not). Here, it is also

possible to calculate true and false positives and negatives.
Furthermore, it will be measured how early an event
could be predicted, especially in comparison to a simple
version based on constant velocity assumptions or a purely
reactive version which does not use any kind of prediction.

Automated Lane Change. For the automated lane
change, it is important to predict which gaps on the cho-
sen target lane are feasible for a merge-in or not. Feasible
means that once the ego vehicle has reached the gap, cer-
tain safety conditions will hold long enough such that the
merge-in can be performed. If several gaps seems feasible,
one might be chosen at trigger time (e.g. once the driver
has activated the turn-indicator), for a later merge-in.
There are several ways the automated lane change can be
realized. Without going into further details, metrics used in
the project will measure how often the feasibility of gaps
was correctly predicted or not, at trigger time and for dif-
ferent time horizons.
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The scene prediction not only takes into account the his-
toric movement patterns of other vehicles, but also envi-
ronmental conditions like traffic signs, lane topology and
markings, daytime or weather. The combination of all
such factors results in a huge amount of possible scenar-
ios which might potentially result in different prediction
performance and would need to be tested. Unfortunately, it
cannot be known in advance which factors have the biggest
influence. It is thus also difficult to explicitly design or list
scenarios which should be tested. Therefore, in the project
we take a different approach, and describe scenes by a lim-
ited set of properties. These can then be queried for and
correlated with performance metrics.

Properties of scenes would include time related informa-
tion, environmental conditions (like weather or the pres-

Evaluation in Scenarios



ence of certain traffic signs, lane markers, ramps, ex-
its, etc.), position and speed of other traffic participants
and their classification (like pedestrian, bicycle, vehicle or
truck), traffic density, and information about lane changes
and gaps.

Storing scene properties together with performance met-
rics in some database allows for querying scenes fulfilling
certain conditions and aggregating metrics related to the
queried scenes. For instance, we might be interested in
the average ADE over all scenes which involve dense traf-
fic and vehicles with an average speed of 100 km/h. Fur-
thermore, the correlation of certain properties with perfor-
mance metrics can be determined using statistical methods.
Finally, it becomes possible to identify scenarios which
are underrepresented, e.g. using density-based or subspace
clustering.

Correlation analysis and the identification of corner cases
will be performed once first scene prediction results on the
collected data are available.

3  Future steps

During the second half of the project, massive data taking
campaigns will be conducted for recording real data. This
will be done on German highways, rural roads and cities in
order to guarantee a wide variety of different traffic scenes.
Meta data will be extracted for labeling purposes and effi-
cient data selection. Furthermore, the recorded data will be
transformed into a format which is required by the model
and will be stored in a database.

The vehicle data will then be used for modelling and eval-
uation: The environment representation model will be ap-
plied to the different sensor data as described in Sec. 2.2.
For a limited area, HD map data will be added to the fusion
model. This environment representation will then be used
for scene prediction (Sec. 2.3). Finally, the best model
generated on our own dataset will be compared against ref-
erence models with the approach detailed in Sec. 2.4.
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